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Overview

* Infrastructure Lifecycle
* Traditional
* Cloud Scale
* With Containers

Docker Orchestration Options

 Kubernetes

« Mesos
 Rancher

* Docker Swarm

Docker Swarm Deep Dive (Demo)

 Building an Azure template
 Virtual Machine Scale Sets
 Provisioning with cloud-init
 Scaling a Swarm cluster
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The Chal\enge Docker is changing the way we
develop software

Easier to package, distribute and deploy services

Managing containers in production is becoming a
(reasonably) well-understood problem

» Container orchestration tools are coming of age

But managing the resources that support those
containers (CPU, RAM, storage) is still a big challenge

So let’s see how we can begin to address that




Traditional Sizing
Infrastructure | G
Lifecycle Provisioning

Buying hardware (servers, networking gear, etc.)

Deployment

Putting it all together
Base OS and runtime installation
Deploying your services

(No) Scaling

Under-used (need to buy and assemble more)
Over-capacity




Cloud
Infrastructure
Lifecycle

Wmdows Azu re

Nvdlgle

Minimum required resources

Provisioning

Allocating CPU and storage
Networking (IP DNS, etc.)

Deployment

Deploy your app stack
Deploy your software

Scaling

Vertically (bigger VMs)
Horizontally (more VMs)

No need to
reserve capacity

Everything ready
with a few clicks

Focus on your

software )
Automation

Scale what you
need, when you
need it

Cattle vs Pets



Container Sizing '
| nfra S‘tru CtU re Minimum required resources (but which ones?)
Lifecycle Provisioning

Containers don't exist in a vacuum — they still require
infrastructure

Deployment

Container deployment is instantaneous, but how long does it
take to set up a cluster of machines?

Scaling

“Oh, we can just add more containers, right?”
“On which machines?”
“What about when we run out of CPU?"




Container Eight key aspects to consider in
VERECIS NI nning a container infrastructure
at Scale

= Cluster

.
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Scheduling and Container

Deployment and

Service Discovery Registry
Management

Automation

Container Continuous o
placement / Configuration Integration / Monitoring and

Resource Management Continuous Logging
management Deployment




Container
Management
at Scale:
Infrastructure

-

And these two need to be closely
coupled to make effective use of
infrastructure resources:

Cluster

Deployment and
Management

Scheduling and Service Di Container
Automation ervice Discovery Registry

Container Continuous -
placement / Configuration Integration / Monitoring and

Resource Management Continuous Logging
management Deployment






Container
Orchestration

Current Options

Mesos (supported in Azure ACS)

Docker Swarm (also in Azure ACS, now built-in to Docker 1.12)
Kubernetes (now also supported in ACS)

Rancher (also supports Kubernetes and Mesos)

Core Functionality

Deploy on pre-defined infrastructure
Schedule containers on (specific) hosts

Basic load balancing, monitoring, logging, etc.

Hot lopics

Networking (performance, security, management)
Storage management (volumes and data persistence)
Applications as groups of containers (“pods”, “stacks”, etc.)



Kubernetes

Highlights
Master/worker nodes (with external eted cluster)

Tries to be independent of networking layer
Integrated secret store, DNS server for service discovery

Very complex to set up (uses its own CLI and terminology)
Schedules pods (sets of containers), not single containers
Supports rolling updates, rollbacks and health checks

Master
Worker

flanned
flanned

u etcd API| Server Kubelet

l Caontroller Kubeproxy
Manager

Scheduler

Kubelet

Kubeproxy




Kubernetes Update:

Now available on Azure Container Service!

22 443
? ? . ?
‘ MNAT — public IP | Loadbalancer | Azure LoadBalancers (dynamically added to service) u
v £
7] =
| private vnet 10.0.0.0/8 * |
Master-0 availahility set
| host addr: 10.240.255.5
| | pod CIDR: 10.244.00/24 Node-0 Node-1
443 host addr: 10.240.0.4 host addr: 10.24000.5
| pod CIDR: 10.244.1.0/24 pod CIDR: 10.244.2.0/24
| ‘ scheduler | | apiserver |
| ‘ etcd | | controller-man ager|
| Proxy Proxy Proxy
| Implements Service n rk: 10.0.0.0/16 Implements Service network: 10,0.0.0/16 Implements Service network: 1000.0.0/16
| ‘ el | | Tl | kubelet ‘ | Docker | | kubelet | | Docker ‘




Mesos Highlights
DC/OS Mesos is a large scale generic cluster management system

Marathon is a container scheduler that uses Mesos
Features like load balancing, DNS and authentication are

(MarathOﬂ) additional Mesos services

Also uses its own CLI, GUI and terminology

Supports scheduling and scheduling of container groups
Supports rolling and blue-green deployments, app catalogue
Available in Azure Container Service

22 or 3389 2200 2201 2202 80 443 8080
O O O C O C o
I I_ T T b . ¢
| jumpboxpublict? | | NAT-publicip | | Application Load Balancer with probe |
—— 8§ ——————— g—————————— B2 - ————— 3
| ;’ master svailabiity et | fagent 0] l
| S5H:22 O hrtp:80 | L |
| ‘ Swarm:2375 httos:443 4 Cr— i
jumpbaox master() 1ps:A83 L1 agentd i
|| (10004) Chronos:4400 O—  {10.0.0.5) 8080 O——1 (10.0.0.20) |
| Mesos:5050 O Docker:2375 (— -
| Marathon:8080 |
| I

10.0.0.0/18 subnet




Rancher Highlights

Built atop Docker core, simple to deploy and manage

(C atﬂe) Supports Kubernetes and Mesos as well as Cattle
Provides networking, service discovery, APIs

Cattle uses Docker Compose tooling and terminology

Cattle can schedule and scale “stacks” of containers

GUI for managing multiple environments, projects, access levels
Application catalogue, remote shell to containers in GUI

SINGLE-VM APP CONTAINER APP m
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CONTAINER APP

— : Orchestration & Scheduling Frameworks |
€ API/UI

- ¢ " O @Mssos O““""w 1
: : Dicber Swirm.  Oosteer Compuse —t—3 ALERTS/EVENTS

AD/LDAP




Docker
Swarm

Highlights

Now available out-of-the box
Built-in master consensus, networking, security...

CLI is an extension of docker
Basic scheduling (replicated/global services)
Rudimentary rolling updates (no rollbacks, very basic health

checks)
Also available in Azure Container Service

L ots of interest

(we'll dive into it next)




Container

Orchestration
(the missing bits)

Capacity Planning
Initially: Pre-sized clusters. No ability to add or remove nodes
Now: (basic) ability to add/remove nodes from running clusters

Scaling Live Clusters

Aligning VM provisioning with container node provisioning
Container migration (maintaining state, quorums, etc.)
Networking (load balancing, security, etc.)

Storage (volume management, replication, etc.)

This is why we're here today



Docker Swarm Background
and features




2015

Global Hack Day *— Proof of Concept

Open Proposal

DockerCon EU
Open Repository

Release Candidate —
——— Swarm Beta Release
0.2.0 Release —

—— 0.3.0 Release

0.4.0 Release —

—— 1.0.0 Release



Features
(1.12)

Clustering

Decentralized design (master election using Raft protocol)
Simple setup with docker CLI

Orchestration

Desired state application reconciliation
Rolling upgrades, scaling, health checks

Service discovery

Networking

Built-in load balancing and routing mesh
Container-native overlay networks

Security

Built-in CA, end-to-end TLS security by default



Feature Scoreboard
Coverage

Cluster

Deployment and
Management

Scheduling and
Automation

Service Discovery

Container -
placement / Monitoring and

Resource Logging
management



Instantiation

docker swarm init

Swarm initialized: current node
(a2jhx8131pkvhvmnhz7jk@9kq) is now a manager.

To add a worker to this swarm, run the following
command:

docker swarm join \
--token SWMTKN-1-2iefk4nlxpual802wtf4dk... \
10.1.0.10:2377

To add a manager to this swarm, run ‘'docker
swarm join-token manager' and follow the
instructions.



SO Wh at J U St The Docker daemon created:
happened?

« A memory-backed state store to keep track of swarm
state

 Aninternal Certificate Authority to secure
communications

« A manager service using the Raft protocol to turn the
state store and the CA into a secure distributed system

Manager Node Manager Node Manager Node

[a n n

TLS TLS TLS
o o o

Certificate Certificate Certificate
@ Authority @ Authority @ Authority

Worker Worker Worker

@ s @ . a TS




But in real
life...

» Create VM
Deploy « Install Docker
mastero e Swarm init
- Get token
De | * Create VM
p Oy « Install Docker
worker0 By, Sy -
e Create VM
Deploy e Install Docker
worker1 - Apply token
...and so

on...

Automation



Networking

Named, isolated overlay networks
You bind a service to the network when creating it

Layer 4 load-balancing
(no HTTPS termination or HTTP awareness built-in)

When a service is deployed, published ports are open
on every host

Based on IPVS/nettilter (very high performance)




N | ko O This repositary Pull requests Issues Gist Q‘ +~ 6"

docker / docker @O Wsatchv 2922  WStar 36023  YFork 10608

(CaveatS) Code @ Issues 1,794 Pull requests 153 I'f Projects 0 Wiki Pulse Graphs

Filters = is:open labelarea/networking labelarea/swar Labels Milestones

u Clear current search query, filters, and sorts

@ 64 Open v 81 Closed Author « Labels » Milestones « Assignee »  Sort «

1) docker daemon in swarm mode is crashing periodically area/s s
227486 opened 9 hours ago by vitan 112

(1) docker swarm mode overlay can't access external internet ‘area/networking area/swarm version/1.12 . s
237399 opened 4 days ago by fingermark

'0) --net-ahas doesn't work for attachable overlay networks in swarm mode ‘area/networking  area/swarm 4 1

‘ g version/master

#27370 pened S5 days ago by vikstrous 1130

() On 12.1, swarm service running on one node cannot resolve hostname of service running on Os
another node area/networking area/swarm  version/1.12
w27 opened 11 days ago by anthonyserious

) Error response from daemon: rpc error: code = 3 desc = EndpointSpec: duplicate published ports (7
provided  area/bundles nnalmukfng area/swarm ki g version/1.12
227208 wpened 12 days ago by Murt 12

1) Swarm Mode container response times are 50x slower on RHEL 7 vs Ubuntu 14.04 area/networking 11

uel/mrm kind/performance JVISELYERF

3 opened 12 days ago by sdlevi




A Docker Bundle file is a declarative specification of a
BU nd ‘eS set of services that mandates:

« What specific image revision to run
« What networks to create

« How containers in those services must be
networked to run

HOW STANDARDS PROUFERATE:
(65 AIC CHARGERS, (HARACTER ENCODINGS, INSTANT MESSAGING, ETC)

47! RDICULOLS! SOON:
WE NEED To DEVELOP
SITUATION: || SEUNERAL SR 1| GITUATION:
TEREARE || USECAES. oy || THEREARE
M CompETNG ||\ (" | | 15 CorpEiG
STANDPRDS, STANDERDS.

)




Provision Compute
and Networking
resources using
Y

Deploy and
configure Docker
via cloud-1init

Automatic
Cluster Scaling
using Azure VM
Scalesets



Cluster Template

Building a
scalable
Swarm cluster

Network  Storage  Compute Packages

Deploy Infrastructure

OS Docker Swarm

Deploy Applications

Swarm Visualizer Stateless App

Containers VMs




Resource Azure Resource Manager Template

Infrastructure as JSON) code

P rOV| SIOn I ng Compute, storage, networking and security definitions

Sizing, addressing, dependencies between components, etc.

I I r a@| cluster-rg cluster-rg-master0...azure.com cluster-rg-agents-Ib...azure.com W
Building our @) - =
infrastructure 8 122,60, a0 o

B e e e e

1 |
1 |
1 |
1 [}
in availability set | E @ VM scale set

_________________________

¢+ masters (10.1.0.0/16) ¢+ agents (10.2.0.0/16)

= = = =l = =
Wl ndOWS Azu I e i shared storage account storage account pool




VM Cattle vs Pets

Sca‘e SetS Pets: Named resources with unique charactristics
Cattle: Numbered, inherently replaceable, interchangeable

» Identical VMs provisioned from the same image and
generic settings

« Scale in or out with a simple REST call
 Capacity can be 0—-100

« VMs balanced across:
Azure fault/update domains
Storage Accounts
WlndOWS Azure  Load Balancer integration




\%\%

Scale Sets
(autoscaling)

Wlndows Azu re

Define thresholds and triggers

« Max—Min VMs
» Trigger —action rules

Standard audit/email notifications

Webhooks
Azure Automation Runbooks

68 "enabled": trus,

61 "name"”: "autoscalewad”,

62 "targetResourcelUri”: "/subscriptions/97ad66a
/virtualMachineScaleSets/guyboas28”,

63~ "notifications": [

64 ~ {

65 "operation”: "Scale”,

66 ~ "email”: {

67 “sendToSubscriptionAdministrator”: tru

68 "sendToSubscriptionCoAdministrators™:

69 ~ “customEmails": [

70 "guybo@microsoft.com”

71 ]

72 b

73~ “"webhooks™: [

74 ~ {

75 "serviceUri™: "https://events.pagerd

76~ "properties": {

77 "keyl": "custommetric”,

78 "key2": "scalevmss"

79 }

80 }

81 ]

82 }

83 ]



VM Flexible Provisioning and Updates

Sca‘,e, SetS Provisioning
(prOV|S|on|ng) » Baked-in custom OS images

» Runtime deployment with VM extensions
« CustomData/cloud-init

» Higher level cluster manager / container service / Config
Managers (Chef/Puppet)

Application Updates
« VM extension

« VM image update
Wlndows Azure | . Chef/Puppet

- Containers




Server
Configuration

cloud-init

cloud-init.readthedocs.io

Bootstrapping using cloud-init

Declare list of package sources and requirements
Ensure specific commands are run upon instance (re)creation

apt:
sources:
docker.list:
source: "deb https://apt.dockerproject.org/repo ubuntu-xenial main"
keyserver: p80.pool.sks-keyservers.net
keyid: 58118E89F3A912897C070ADBF76221572C52609D

packages:
- ntp

- docker-engine

runcmd:
- usermod -G docker cluster
- systemctl enable docker

- systemctl start docker



Creating Template Parameters

To create the parameters file, we simply pack the SSH key and the
cloud-config files into the CustomData field using base64 ()

o

Preparing
CustomData

| |
|

vaviL SR

I_
|
|
|

base64()
- :
cloud-config genparams parameters
(packaging) (CustomData)

(VM configurations)

| BN

— - (Azu?: CLI)
|
-

cloud-init

cIuster.pub cluster-template
(SSH Public Key) (Infrastructure)




Launching our cluster




What is
running NOw?

Open Ports

The master is protected by an Azure Network Security Group, and
agents are behind an Azure Load Balancer

22 80 81 8080 80 81

dockerd dockerd
(master) (worker)

mastero agento00000



Seeing what's inside




docker run -d -p 8080:8080 .. manomarks/visualizer

Deploying a
visualizer




Deploying Services




What is Global vs Replicated Services
running NOw?

Global services run one instance on every node

Replicated services run as many instances as required (4 in this
case), regardless of location

dockerd dockerd dockerd
(master) (worker) (worker)

mastero agent000000 agent000001



Scaling our cluster




What is
running NOw?

Poor Man's Cluster Automation

When an agent starts, it asks a custom server for the swarm token
When it shuts down, it signals the server to drain the containers

/join/worker
/drain/$HOSTNAME systemd
+ curl
‘token

dockerd dockerd
(master) (worker)

mastero agento0o000



Agent
Lifecycle

VM allocated

VM stopped Boot
[deallocated] [cloud-init]

Drain and
Leave Swarm

Shutdown
Requested




Resources Now that class
IS OVer...

 https://github.com/rcarmo/azure-docker-swarm-cluster

* ARM template
* cloud-init scripts
» Deployment quickstart

* https://github.com/rcarmo/azure-toolbox

* The Linux environment used in the demo
« Complete Azure toolbox in a Docker container

Docker artwork by @laurelcomics



https://github.com/rcarmo/azure-docker-swarm-cluster
https://github.com/rcarmo/azure-toolbox

Thank you!

Check out upcoming masterclasses at
http://aka.ms/jwsmasterclasses
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